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Event-Triggered Distributed MPC for CPSs With
Coupled Dynamics: A Coupling Separation and

Compensation Technique
Tao Wang , Yu Kang , Senior Member, IEEE, Pengfei Li , and Yun-Bo Zhao

Abstract—A novel event-triggered distributed model pre-
dictive control strategy incorporating a coupling separa-
tion and compensation technique is developed for cyber-
physical systems (CPSs) with coupled dynamics. This
strategy separates mutual disturbances caused by dynamic
coupling into matched and unmatched components. The
matched coupling is compensated using a pre-designed
control input, whereas unmatched coupling is alleviated
by optimizing the selection of a separation matrix. In this
way, the impact of mutual disturbances is reduced, thereby
enhancing prediction precision, which in turn leads to a no-
table reduction in triggering frequency. Moreover, a newly
developed tightened state constraint, which incorporates
the triggering threshold, is designed to ensure the satisfac-
tion of the actual state constraint. The recursive feasibility
and stability analysis is conducted, supported by numerical
simulations of a nonlinear CPS that demonstrate the effec-
tiveness of the proposed strategy.

Index Terms—Cyber-physical systems (CPSs), dis-
tributed model predictive control, event-triggered control,
separation and compensation technique.

NOMENCLATURE

δi Control parameter related to trigger threshold.
ûi, x̂i Predicted control input and state trajectory.
v̂∗i , x̂

∗
i Optimal predicted control input and state

trajectory.
Ni Neighbor set of subsystem i.
Ui,Xi Control constraint and state constraint of

subsystem i.
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φi(αiεi) Terminal state constraint.
ψ(·), ϕ(·) Stage cost function and terminal cost function.
ρi Control parameter of the consistency con-

straint.∑
j∈Ni g

M
ij (xj) Matched coupling.∑

j∈Ni g
U
ij(xj) Unmatched coupling.

Ξi Tightened constraint set.
Lfi , Lgij Lipschitz constant.
Na Number of subsystems.
Ni Number of neighbors of subsystem i.
Qi, Ri, Pi Cost function weighting matrices.
Tp Prediction horizon.
uMi Control input for compensating matched cou-

pling.

I. INTRODUCTION

CYBER-PHYSICAL systems (CPSs), which achieve a high
degree of integration of physical resources and cyber

information resources, have received increasing attention [1].
CPSs have found many applications in the era of Industry 4.0,
such as industry control, energy, intelligent transportation, and
smart grid [2]. In practical applications, CPSs such as power
grids, and intelligent transportation systems, are characterized
by being distributed and spatially interconnected [3]. These
type of CPSs cover vast areas and consist of numerous inter-
acting components, creating extensive communication needs
and computational demands that challenge centralized control.
Physical constraints further complicate matters. In this context,
distributed approaches, such as distributed model predictive
control (MPC), have thus become prominent. In distributed
MPC, local optimization problems subject to system constraints
are solved, with decision information exchanged among neigh-
boring nodes at each time step. This enables local controllers
to operate subsystems autonomously while coordinating with
adjacent nodes, thereby alleviating overall computational and
communication loads [4]. In recent years, distributed MPC has
been widely used in CPSs [5], [6].

Designing distributed MPC for such type of CPSs with
physically coupled dynamics is complex because the dynamic
coupling between subsystems impacts optimization feasibility
and system stability. In this context, dealing with dynamic cou-
pling can be divided into two main routes. One route employs
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the nominal system model, which ignores coupling terms, to
predict the future trajectory of the system, as seen in tube-based
MPC [7], MPC with robustness constraints [4], and cooperative
optimization-based distributed MPC scheme [8]. While using
a nominal model simplifies design, it ignores information ex-
change that could enhance performance.

The second route enhances performance through information
exchange. Typically, this involves incorporating the assumed
state of neighboring subsystems into the predicted model to
improve prediction precision [9], [10], [11]. However, ensur-
ing recursive feasibility and stability is challenging due to
mutual disturbances from coupling. Solutions include consis-
tency constraints [9], robustness constraints [10], and Lyapunov-
based schemes [11], along with iterative learning [12] and
data-driven methods [13]. The works mentioned above em-
ploy time-triggered schemes, which solve local optimization
problems and exchange information periodically, leading to
unnecessary utilization of communication resources. However,
communication resources are limited in CPSs in some situa-
tion, particularly when the communication network is shared
among multiple devices [14]. Therefore, the time-triggered
MPC scheme is no longer suitable, and a resource-aware
strategy is needed to schedule data transmission only when
necessary.

Event-triggered distributed MPC (ET-DMPC) is a promising
approach to address this challenge, as it operates data trans-
mission only when the pre-designed triggering conditions are
satisfied. In ET-DMPC literature, designing triggering condi-
tions is crucial as it affects the recursive feasibility of the
optimization problem and system stability [15]. For CPSs with
coupled dynamics, creating an effective ET-DMPC strategy is
challenging because dynamic coupling can cause mutual distur-
bances, threatening feasibility and stability. As a result, litera-
ture is scarce on the topic. For linear interconnected systems,
see [16], [17]; for nonlinear interconnected systems, see [18],
[19]. In these works, the triggering condition typically involves
comparing the error between the actual state and the predicted
one with a triggering threshold. Therefore, in order to reduce
the triggering frequency and thus alleviate communication load,
two alternative methods can be employed: 1) enhancing the
prediction precision, thereby reducing the error between the
actual state and the predicted one, and 2) increasing the trig-
gering threshold. Although incorporating the assumed state
information of neighbors into the predicted model can enhance
performance to some extent, the inaccuracies in this assumed
state information still lead to prediction errors. Additionally,
for nonlinear coupled systems, the state constraints are not
considered.

Motivated by the above discussion, this paper investigates
ET-DMPC for nonlinear CPSs with coupled dynamics, and a
novel ET-DMPC strategy that incorporates a coupling separation
and compensation technique (CSCT) is proposed. The main
contributions of this paper are summarized as follows:

� A novel distributed MPC scheme is proposed, where the
CSCT enhances prediction precision and allows a stronger
degree of coupling, and a newly developed tightened state

Fig. 1. The framework of CPSs equipped with ET-DMPC.

constraint ensures the satisfaction of the actual state con-
straint.

� A new triggering condition is designed, featuring a vari-
able and less conservative threshold, which effectively
reduces the frequency of triggering events.

� The recursive feasibility and the stability under the pro-
posed CSCT-based ET-DMPC strategy are rigorously an-
alyzed and established.

Notations: Let R represent the set of real numbers and N the
set of nonnegative integers, with Rn denoting then-dimensional
Euclidean space. For a given matrix P , P � 0 indicates that P
is positive definite. For a vector x, its Euclidean norm is de-
noted by ‖x‖ =

√
xTx, and theP -weighted norm is represented

by ‖x‖P =
√
xTPx. For two sets A,B ⊆ Rn, the Pontryagin

difference set is defined as A�B = {a : a+ b ∈ A, ∀b ∈ B},
and the Minkowski addition set is A⊕B := {a+ b : a ∈ A, b
∈ B}.

II. PROBLEM FORMULATION

The framework of the ET-DMPC for CPSs is depicted
in Fig. 1. The local plants are located at the physical
layer, and the information exchange occurs at the cyber
layer.

The CPS under consideration is an input-affine nonlinear
system, composed of N subsystems, each governed by its own
dynamics but interacting with neighboring subsystems. The
dynamics of subsystem i is formulated as

xi(k+1) =fi(xi(k))+Bi(xi(k))ui(k)+
∑
j∈Ni

gij(xj(k))+ωi(k)

(1)

where i ∈ N = {1, . . ., Na}, the state xi(k) ∈ Rni and con-
trol input ui(k) ∈⊂ Rmi are subjected to the following
constraint

xi(k) ∈ Xi, ui(k) ∈ Ui (2)

where the sets Xi and Ui are compact, and {0} ⊆ Xi and {0} ⊆
Ui. The matrix B ∈ Rni×mi and rank(Bi(xi)) = mi. The set
Ni represents the neighbor set of subsystem i, defined as Ni =
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{j ∈ N \ {i} | gij �= 0}. The disturbance ωi(k) belongs to the
set Wi = {ωi ∈ Rni | ‖ωi‖Pi ≤ ξi, ξi > 0}.

The nominal dynamics of system (1) is defined by ignoring
the disturbance:

x̂i(k+1) =fi(x̂i(k))+Bi(x̂i(k))ui(k)+
∑
j∈Ni

gij(x̂j(k)) (3)

where x̂i(k) is the nominal state. The nominal system satisfies
the following assumption.

Assumption 1: There exists a constant Lfi > 0 such that
‖fi(x) +Bi(x)u −fi(z) −Bi(z)u‖Pi ≤ Lfi ‖x− z‖Pi , ∀x,
z ∈ Xi and u ∈ Ui.

Let kmi (m ∈ N) denote the m-th triggering instant for sub-
system i, a primal local optimization problem for the subsystem
i at kmi can be formulated as

min
ûi(kmi )

Ji(x̂i(k
m
i + l|ki), ûi(kmi + l|ki))

s.t. x̂i(k
m
i +l + 1|kmi ) = fi(x̂i(k

m
i + l|kmi ))

+
∑
j∈Ni

gij(x̂j(k
m
i +l|kmi ))+Bi(x̂i(k

m
i +l|kmi ))û(kmi +l|kmi ),

(4a)

x̂(kmi + l|kmi ) ∈ Xi (4b)

û(kmi + l|kmi ) ∈ Ui (4c)

x̂i(k
m
i + Tp|ki) ∈ φi(αiεi), (4d)

where l = 0, . . ., Tp − 1, Tp is the prediction horizon,
Ji(x̂i(k

m
i + l|kmi ), ûi(k

m
i + l|kmi )) is the cost function,

ûi(k
m
i ) = {ûi(kmi |kmi ), . . ., ûi(k

m
i + Tp|kmi )} is the predicted

control input sequence, x̂i(kmi ) = {x̂i(kmi |kmi ), . . ., x̂i(k
m
i +

Tp|kmi )} is the corresponding predicted state sequence, and
φi(αiεi) = {xi : ‖xi‖Pi ≤ αiεi} is the terminal state constraint
with two constants 0 < αi < 1 and εi > 0.

The primal triggering condition is given similarly to many
event-triggered MPC works, that is, by comparing the error
between the actual state and the predicted state [15], [18].

‖xi(k)− x̂i(k|kmi )‖ > σi (5)

where σi is a constant triggering threshold.
Based on the above preliminaries, the entire execution process

of Fig. 1 can be described as follows. At each triggering time kmi ,
sensor i samples the current state of subsystem i, i.e., x̂(kmi ).
Subsequently, trigger i evaluates if an event has been triggered
according to the triggering condition (5). If the condition (5) is
satisfied, MPC controller i solves the corresponding optimiza-
tion problem (4), yielding the predicted control input sequence
ûi(ki) and the predicted state sequence x̂i(ki). Simultaneously,
the state information x̂i(ki) is transmitted to neighboring sub-
systems j ∈ Ni through the communication network. Other-
wise, no information is transmitted.

It is worth noting that the primary event-triggered strategy
faces three main issues:

i) The neighbor’s predicted state x̂j(kmi + l|kmi ) in (4a)
cannot be obtained due to the asynchronous communi-
cation between subsystems;

ii) The actual state constraint xi(k) ∈ Xi cannot be guar-
anteed through the constraint (4b) due to the potential
predicted errors between xi(k) and x̂i(k|kmi ) caused by
the disturbance;

iii) The triggering condition defined by (5) may be triggered
too frequently if the prediction is not sufficiently accu-
rate.

Our objective is to design an ET-DMPC strategy for system
(1) that ensures the stability of system (1) while alleviating the
communication burden. Specifically, the following issues will
be addressed:

i) Design a distributed scheme to enable the use of infor-
mation from neighboring subsystems in implementing
the distributed MPC algorithm.

ii) Reconstruct the state constraint (4b) to ensure that the
actual state constraint (2) is satisfied while guaranteeing
that the redesigned optimization problem is recursively
feasible.

iii) Enhance the prediction precision to reduce the triggering
frequency.

III. CSCT-BASED EVENT-TRIGGERED DISTRIBUTED MPC

In this section, we first propose the CSCT to implement the
distributed MPC algorithm and enhance the prediction precision.
Then, a novel ET-DMPC strategy based on the proposed CSCT
is designed.

A. Coupling Separation and Compensation Technique

Since the triggering instants are distinct for different subsys-
tems, i.e., an asynchronous triggering mechanism, each sub-
system i, i ∈ N cannot obtain its neighbor’s predicted state
x̂j(k

m
i + l|kmi ) at triggering instant kmi . Consequently, to im-

plement the distributed MPC algorithm, some studies have em-
ployed a constructed assumed state trajectory of neighboring
subsystem j ∈ Ni, denoted by x̃j(k

m
i ), prior to each triggering

instant, see, e.g., [9], [20]. And the assumed state trajectory
x̃j(k

m
i ) atkmi is typically constructed using the solution from the

previous triggering instant before kmi , such as x̃j(kmi + l|kmi ) =
x̂i(k

m
i + l|km−1

i ).
However, there still exists a discrepancy between the predicted

state x̂j(kmi + l|kmi ) and the assumed state x̃j(kmi + l|kmi ) due
to the disturbance ωi, leading to a deviation between the actual
state xi(k) and the predicted state x̂i(k|kmi ). According to
the triggering condition (5), a larger deviation results in more
frequent triggering events. To address this issue, a promising
approach is to mitigate the impact of mutual disturbances caused
by dynamic coupling

∑
j∈Ni gij(xj(k)). To this end, the CSCT

is proposed.
First, by separating the unmatched coupling

∑
j∈Ni g

U
ij

(xj(k))
(∑

j∈Ni g
U
ij (xj(k)) /∈ Range (Bi(xi(k))), ∃xi ∈ Xi)

from the matched coupling
∑
j∈Ni g

M
ij (xj(k))

(∑
j∈Ni g

M
ij

(xj(k)) ∈ Range (Bi(xi(k))), ∀xi ∈ Xi), the dynamical cou-
pling

∑
j∈Ni gij(xj(k)) can be expressed as:∑

j∈Ni
gij(xj(k)) =

∑
j∈Ni

gMij (xj(k)) +
∑
j∈Ni

gUij(xj(k)) (6a)
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∑
j∈Ni

gMij (xj(k)) = Bi(xi(k))Hi(xi(k))
∑
j∈Ni

gij(xj(k)) (6b)

∑
j∈Ni

gUij(xj(k)) =(I−Bi(xi(k))Hi(xi(k)))
∑
j∈Ni

gij(xj(k))

(6c)

where Hi(xi(k)) is a sate-dependent matrix. The unmatched
coupling gUij satisfies the following assumption.

Assumption 2: The functions gUij is Lipschitz continuous with
a constantLgij > 0, i.e., ‖gUij (x)−gUij (z)‖Pi ≤ Lgij ‖x−z‖Pi ,
∀x, z ∈ Xj and u ∈ Ui

Remark 1: Assumptions 2 is mild, as shown in [18], [21].
Unlike the aforementioned works, which assume that ‖gij (x)
−gij(z)‖Pi ≤ L̄gij ‖x −z‖Pi , this paper adopts a less conser-
vative approach so that Lgij ≤ L̄ gij . Particularly, if

∑
j∈Ni

gij(xj(k)) is matched coupling, then Lgij ≡ 0. Consequently,
to ensure recursive feasibility, a larger triggering threshold can
be achieved, see Section IV for details.

Remark 2: In practical CPSs, dynamic coupling phenom-
ena are common but can often be separated and compensated
through CSCT. A representative example is thermal power
grid systems [11], [22], where inter-area frequency deviations
exhibit dynamic interdependencies due to power exchange
mechanisms between adjacent subsystems. Another character-
istic case emerges in cascaded continuous stirred tank reac-
tors (CSTRs) [23], where the ith reactor’s concentration and
thermal states demonstrate direct propagation effects from the
preceding (i− 1)th unit through material flow and heat transfer
processes. Notably, certain CPSs exhibit fully matched coupling,
such as multi-area nonlinear power systems [22], chemical
processes [23], and building temperature control scenarios [24].

Second, to mitigate the impact of mutual disturbances, we
compensate for matched coupling and minimize unmatched cou-
pling. The matched coupling can be offset by feedforward com-
pensation, whereas the unmatched coupling cannot be directly
compensated. To address the matched coupling, the control input
is divided into two components of the following form:

ui(k) = υ(k) + uMi (k) (7)

where υ(k) is obtained by solving the following redesigned
optimization problem, and uMi (k), is utilized to compensate for
matched coupling, takes the following form:

uMi (k) = −Hi(xi(k))
∑
j∈Ni

gij(xj(k)) (8)

Additionally, the above two control inputs are subject to the
following constraints to ensure that ui(k) ∈ Ui is satisfied.

υ(k) ∈ Ui − Vi, uMi (k) ∈ Vi (9)

Substituting (7) and (8) into (3), the nominal model becomes

xi(k+1)=fi(xi(k))+Bi(xi(k))υ(k)+
∑
j∈Ni

gUij(xj(k)) (10)

From the coupling separation (6), it can be seen that the
state-dependent matrix Hi(xi(k)) plays an important role in
mitigating the impact of mutual disturbances. To reject the

unmatched coupling, we can choose a suitableHi(xi), which is
shown in the following Lemma 1.

Lemma 1: The unmatched coupling gUij(xj) can be mini-
mized by selectingHi(xi) = (Bi(xi)

TPiBi(xi))
−1Bi(xi)

TPi,
i.e.,

(Bi(xi)
TPiBi(xi))

−1Bi(xi)
TPi

= arg min
Hi(xi)

‖(I −Bi(xi)Hi(xi))
∑
j∈Ni

gij(xj)‖Pi (11)

Proof: The proof follows a similar line as the proof of the
Proposition 2 in [25], thus we give a brief outline here.

Let Mi is a matrix such that MT
i Mi = Pi, it follows that

‖(I−Bi(xi)Hi(xi))
∑
j∈Ni

gij(xj(k))‖Pi

= ‖Mi(I−Bi(xi)Hi(xi))
∑
j∈Ni

gij(xj(k))‖2

Let χi =Mi

∑
j∈Ni gij(xj) and Ωi = Hi (xi)

∑
j∈Ni

gij(xj), problem (11) is rewritten as

min
Ωi∈Rmi

‖(χi −MiBi(xi)Ωi‖2

which, according to [25] has the optimal solution Ω∗
i =

(Bi(xi)
T MT

i MiBi(xi))
−1 Bi (xi)

TMT
i χi. SelectingHi(xi)

= (Bi(xi)
T PiBi (xi))

−1 Bi (xi)
TPi, we have

Ωi = (Bi(xi)
TPiBi(xi))

−1Bi(xi)
TPi
∑
j∈Ni

gij(xj) = Ω∗
i

which implies (11) is true. �

B. Event-Triggered Distributed MPC Algorithm

Optimization problem: With the above preliminaries, the op-
timization problem based on CSCT is finally designed as

min
v̂i(kmi )

Ji(x̂i(k
m
i + l|kmi ), v̂i(k

m
i + l|kmi ))

subject to:

x̂i(k
m
i +l + 1|kmi ) = fi(x̂i(k

m
i + l|kmi ))

+
∑
j∈Ni

gUij(x̃j(k
m
i +l|kmi ))+Bi(x̂i(k

m
i +l|kmi ))υ̂(kmi +l|kmi ),

(12a)

x̂(kmi + l|kmi ) ∈ Ξi(l), l = 1, . . ., Tp − 1 (12b)

υ̂(kmi + l|kmi ) ∈ Ui − Vi, l = 0, . . ., Tp − 1 (12c)

‖x̂i(kmi + l|kmi )−x̂∗i (kmi + l|kmi )‖Pi ≤ ρi, l = 1, . . ., Tp
(12d)

x̂i(k
m
i + Tp|kmi ) ∈ φi(αiεi), (12e)

where x̂i(kmi |kmi ) = x(kmi ).
The cost function is defined as

Ji(x̂i(k
m
i + l|kmi ), v̂i(k

m
i + l|kmi ))
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=

Tp−1∑
l=0

ψ(x̂i(k
m
i + l|kmi ), v̂i(k

m
i + l|kmi ))

+ ϕ(x̂i(k
m
i + Tp|kmi )), (13)

where ψ(xi, vi) = ‖xi ‖2
Qi

+‖vi‖2
Ri is the stage cost, ϕ(xi) =

‖xi‖2
Pi is the terminal cost. v̂ ∗

i (ki
m) = {v̂∗i (ki m|kmi ), . . ., v̂i

∗(ki m + Tp −1|kmi )} is the optimal control input sequence at
triggering instant ki m, and x̂ ∗

i (k
m
i ) = {x̂∗i (kmi |kmi ), . . . , x̂∗i

(kmi +Tp|kmi )} is the corresponding predicted state. The super-
script “*” denotes the optimal control input or state trajectory
obtained by solving optimization problem (12).

The assumed state x̃j(kmi + l|kmi ) is constructed by

x̃j(k
m
i + l|kmi )

=

⎧⎪⎨
⎪⎩
x̃∗j(k

m
i + l|π(kmi )), l = 0, . . ., Tp + π(kmi )− kmi

fj(x̃j(k
m
i +l−1|kmi ))+BjKj x̃j(k

m
i +l−1|kmi ),

l = Tp + π(kmi )− kmi + 1, . . ., Tp
(14)

where πj(kmi ) denotes the triggering instant of subsystem j that
is closest to kmi , i.e., πj(kmi ) = max{kmj : kmj ≤ kmi }.

The tightened constraint set Ξi(l) is designed as

Ξi(l) := Xi � {x ∈ Rni :

‖x‖Pi ≤
Llfi − 1

Lfi − 1
ηi +

Llfi − Lfi
(Lfi − 1)2

TpNLgijρj

}
, (15)

where the control parameters ηi and ρj are two constants and
will be chosen in Section IV.

Equation (12a) represents the prediction model, which dif-
fers from the primal prediction model (4a). The time-varying
tightened constraint (12b) is designed to ensure that the actual
state constraint xi(k) ∈ Xi is satisfied, as will be verified in
Section IV. Additionally, consistency constraint (12d), which
limits the deviation of the predicted state for two successive trig-
ger instants, is introduced to guarantee the recursive feasibility
of the optimization problem.

Assumption 3: There exists a set φi(εi), an auxiliary control
law Ki(xi) : φi(εi) → Ui − Vi, and a matrix Pi � 0 such
that: (i) φi(εi) ⊆ {xi ∈ Ξ(Tp − 1) : Kixi ∈ Ui − Vi}; (ii)
fi(xi) +Bi(xi)Ki(xi) +

∑
j∈Ni g

U
ij(xj) ∈ φi(αiεi), ∀xi ∈

φi(εi), xj ∈ φj(εj); (iii) ϕ(fi(xi) +Bi(xi)Ki(xi))−
ϕ(xi) ≤ −ψ(xi,Ki(xi)), ∀xi ∈ φi(εi).

Remark 3: The assumed state trajectory x̃j is constructed
based on the previously optimal state trajectory as in [9], [18].
Due to external perturbations and asynchronous communication,
the assumed state deviates from the actual one. Unlike traditional
methods that incorporate the entire uncertain coupling term,∑
j∈Ni gij(x̃j), in the predicted model, the proposed approach

includes only the unmatched part,
∑
j∈Ni g

U
ij(x̃j). Particularly,

if
∑
j∈Ni gij(xj(k)) is matched coupling, then

∑
j∈Ni g

U
ij(x̃j)

≡ 0. Therefore, the impact of mutual interference is significantly
reduced.

Remark 4: Assumption 3 is a standard assumption adopted in
much DMPC literature to facilitate the feasibility and stability

analysis, see, e.g., [17], [18], [21]. The parameters εi can be
chosen following the similar line of the lemma 3.4 in [18].
Determining αi analytically for a coupled nonlinear system is a
difficult task. Instead, we can find αi via numerical simulations.
Specifically, after the parameter εi is determined, 0 < αi < 1 is
selected by numerical methods so that property (ii) in Assump-
tion 3 can be satisfied.

Event-triggering strategy: The triggering condition, which
determines the next triggering instant km+1

i , is designed in
this part. First, we derive the state error between a candi-
date state x̄i (k

m+1
i +l|km+1

i ) and the optimal state x̂i ∗(ki
m + l|ki m) to facilitate the design of the triggering condition.
Define x̄i (k

m+1
i +l + 1|ki m+1) = fi (x̄i(ki

m+1 + l|km+1
i ))

+Bi(x̄i(ki
m+1 + l|ki m+1))ῡi(ki

m+1 + l|km+1
i ) +

∑
j∈Ni

gUij (x̃j (k
m+1
i + l|ki m+1)) and Δ(kmi ) = km+1

i −ki m, where
the control input sequence ῡi(ki

m+1 + l|km+1
i ) is constructed

as

ῡi(k
m+1
i + l|km+1

i )

=

⎧⎪⎨
⎪⎩
υ̂∗i (k

m
i + l+Δ(kmi )|kmi ), l = 0, . . ., Tp −Δ(kmi )− 1

Kix
∗
i (k

m
i +N |kmi ), l = Tp −Δ(kmi )

Kix̄i(k
m+1
i +l|km+1

i ), l=Tp−Δ(kmi )+1, . . .,Tp − 1.
(16)

Define N = maxi∈N Card{Ni}. We can obtain

‖x̄i(km+1
i + l|km+1

i )− x̂∗i (k
m+1
i + l|kmi )‖Pi

≤ Lfi‖x̄i(km+1
i + l − 1|km+1

i )− x̂∗i (k
m+1
i + l − 1|kmi )‖Pi

+NLgij (̃xj(k
m+1
i +l− 1|km+1

i )−x̃j(km+1
i + l− 1|kmi ))

≤ Llfi‖xi(km+1
i )− x̂∗i (k

m+1
i |kmi )‖Pi

+
l−1∑
s=0

LsfiNLgij‖x̃j(km+1
i +s|km+1

i )−x̃j(km+1
i +s|kmi ))‖Pi

(17)

Let ζj(k) = ‖x̃j(k|km+1
i )− x̃j(k|kmi ))‖Pi . Based on (17), the

triggering condition for feasibility is designed as follows.

k̄m+1
i = inf

k

{
k : L

Tp−(k−kmi )+1
fi

‖xi(k)− x̂∗i (k|kmi )‖Pi

> L
Tp−(k−kmi )+1
fi

δi −
T−(k−kmi )∑

s=0

LsfiNLgijζj(k + s)

}
(18a)

km+1
i = min{k̄m+1

i , kmi + Tp}, (18b)

where the right of (18a) is the triggering threshold, δi =
(ηi −NLgij (ηj + Tpρj)− ξi)/Lfi is the control parameter of
subsystem i, and ηi > 0 is a to be designed control parameter.

Considering the asynchronous triggering mechanism and re-
calling (8), the control input applied to subsystem i is

ui(k) = υ∗i (k|kmi )−Hi(x
∗
i (k|kmi ))

∑
j∈Ni

gij(x̃j(k|kmi )). (19)

The CSCT-based ET-DMPC strategy is summarized in
Algorithm 1.
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Algorithm 1: CSCT-Based Event-Triggered Distributed
MPC.

1: Initialization: Let m = 0, the initial state xi(k0
i ), and

the related parameters T,Qi, Ri, Pi, εi.
2: if the triggering condition in (18) are satisfied then
3: Set the triggering instant m = m+ 1, kmi = k;
4: Subsystems i solves the optimization problem in

(12) to generate v̂∗
i (k

m
i ) and x̂∗

i (k
m
i ), and transmits

x̂∗
i (k

m
i ) to its neighbors;

5: end if
6: Apply the control input in (19) to subsystem i;
7: Set k = k + 1, and go to 2.

Remark 5: The proposed triggering condition offers two pri-
mary advantages over traditional trigger conditions: (a) the state
prediction error, denoted as ‖xi(k)− x̂∗i (k|kmi )‖Pi , is reduced
by CSCT; (b) a larger triggering threshold can be attained

due to the following reasons: (i) The value of L
Tp−(k−kmi )+1
fi

δi
escalates as k progresses. (ii) The parameter associated with the
neighboring system, Lgij , is constrained such that Lgij ≤ L̄gij ,
facilitated by the CSCT, thereby mitigating the conservativeness
inherent in the parameter design.

IV. ANALYSIS

In this section, the recursive feasibility of the optimization
problem (12) is analyzed, followed by the analysis of the satis-
faction of actual state constraint and the stability for the system.

A. Recursive Feasibility Analysis

Recursive feasibility means that the solution to the optimiza-
tion problem (12) always exists at each triggering instant. Before
presenting the result to guarantee the recursive feasibility, an
assumption is given to facilitate the initial feasibility.

Assumption 4: There exist assumed sate trajectory x̃j(0), j ∈
Ni such that the optimization problem (12) has a feasible solu-
tion.

Theorem 1: For the subsystem (1) with Assumptions 1–4 and
the triggering condition (18) is adopt, if the following conditions

1 − L
Tp
fi

1 − Lfi
NLgijρj + L

Tp
fi
ηi ≤ ρi (20)

ρi ≤ (1 − αi)εi (21)

are satisfied, the optimization problem (12) is recursively feasi-
ble.

Proof: We prove recursive feasibility using the principle of
mathematical induction. Specifically, assuming that the opti-
mization problem has a solution at kmi , denoted by v̂∗

i (k
m
i ), we

need to demonstrate that the constructed control input sequence
ῡi(k

m+1
i + l|km+1

i ) defined in (16) is a feasible solution at
km+1
i .
First, we derive the upper bound of the predicted error at the

next triggering instant, which facilitates the recursive feasibility
analysis. Based on the triggering condition given in (18), we

have

‖xi(km+1
i − 1)− x̂∗i (k

m+1
i − 1|kmi )‖Pi ≤ δi.

Therefore, we can derive that:

‖xi(km+1
i )− x̂∗i (k

m+1
i |kmi )‖Pi

≤ Lfi‖xi(km+1
i − 1)− x̂∗i (k

m+1
i − 1|kmi )‖Pi + ξi

+NLgij‖xj(km+1
i − 1)− x̃j(k

m+1
i − 1|kmi )‖Pi

≤ Lfiδi + ξi

+NLgij‖xj(km+1
i −1)−x̂∗j(km+1

i −1|π(km+1
i − 1))

+ x̂∗j(k
m+1
i − 1|π(km+1

i −1))−x̃j(km+1
i − 1|kmi )‖Pi

Since δi = (ηi −NLgij (ηj + Tpρj)− ξi)/Lfi , we have

‖xi(km+1
i )− x̂∗i (k

m+1
i |kmi )‖Pi ≤ ηi (22)

In the sequel, the feasibility is verified from the following four
aspects:

� x̄i (ki
m+1 +l|km+1

i ) ∈ Ξi(l), ∀l = 1 , . . ., Tp − 1. This
proof can be divided into two parts. For l = 1, . . ., Tp
−Δ(ki

m), according to (17) and (22), we have ‖x̄i (km+1
i

+l|ki m+1)‖Pi ≤ ‖x̂i ∗(ki m+1 + l|ki m)‖Pi +Lfi
lηi

+
∑
s=0

l−1Lfi
sNLgij ρj . Due to x̂i ∗(km+1

i +l|kmi ) ∈
Ξi(l +Δ(ki

m)), it holds that x̄i(ki m+1 + l|ki m+1) ∈
Ξi(l+Δ(ki

m))⊕+Lfi
lηi +

∑
s=0

l−1Lfi
sNLgij ρj ⊂

Ξi(l).
For l = Tp −Δ(kmi ) +1, . . ., Tp − 1, substituting l =
Tp −Δ(kmi ) into (17) and using triangle inequality, we
can obtain that ‖x̄i (ki m + T |ki m+1)‖Pi ≤ ‖x̂i ∗(kmi
+T |kmi ) ‖Pi +Lfi Tp −Δ(kmi ) ηi +

∑T−Δ(kmi )−1
s=0 Lsfi

NLgij ρj .
Since x̂i ∗(ki m +Tp|ki m) ∈ φi(αiεi), using (20) and
(21), it follows that x̄i (kmi +Tp|km+1

i ) ∈ φi(εi). Then,
using Assumption 3, we have x̄i(ki m+1 + l|ki m+1) ∈ φi
(εi) ⊆ Ξi(l), ∀l = Tp −Δ(kmi ) + 1, . . ., Tp − 1.

� ‖x̄i(km+1
i +l|km+1

i )−x̂∗i (km+1
i +l|kmi )‖Pi ≤ ρi. Comb-

ining (17), (20) and (22), this can be derived.
� x̄i(k

m+1
i + Tp|km+1

i ) ∈ φi(αiεi). From the above proof,
we have x̄i(k

m
i + Tp|km+1

i ) ∈ φi(εi). Therefore, by
virtue of Assumption 3, it ensures that x̄i(k

m+1
i +

Tp|km+1
i ) belongs to the terminal set φi(αiεi).

� ῡi(k
m+1
i + l|km+1

i ) ∈ Ui − Vi. This can be directly veri-
fied by υ̂∗i (k

m
i + l +Δ(kmi )|kmi ) ∈ Ui − Vi, and Kixi ∈

Ui − Vi.
This proof is completed. �
From the above analysis, the proposed CSCT achieves sig-

nificant improvements in prediction accuracy. Furthermore, as
established in Theorem 1, the algorithm maintains recursive fea-
sibility while enabling enhanced inter-subsystem coupling tol-
erance through the reduction of coupling gain coefficients Lgij .
This critical property relaxes conventional coupling strength
constraints, thereby expanding the algorithm’s applicability to
CPSs with intensified dynamic interactions.

Remark 6: Theorem 1 gives the basis for the selection of the
prediction horizon Tp, the control parameters ρi and ηi.
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1) From (20), it can be derived that a larger prediction
horizon Tp leads to a smaller ηi, resulting in a smaller
triggering threshold δi (δi = (ηi −NLgij (ηj + Tρj)−
ξi)/Lfi ), although a largerTp has the potential to improve
the control performance.

2) To select the control parameters, one can first determine
ρi according to (21), and then choose appropriate Tp, ηi,
and ρj based on (20).

B. Actual State Constraint

Theorem 2: Suppose that Assumption 1–3 hold. Under
Algorithm 1, the actual state constraint xi(k) ∈ Xi is satisfied.

Proof: The actual state trajectory is generated by em-
ploying the control input u(k), k ∈ [kmi , k

m+1
i − 1] defined

in (19). Therefore, we only need to prove that xi(k) ∈
Xi, ∀k ∈ [kmi , k

m+1
i − 1]. According to (18) and (22), we have

‖xi(kmi + l)‖Pi ≤ ‖x̂∗i (kmi + l|kmi )‖Pi + ηi. Since x̂∗i (k
m
i +

l|kmi ) ∈ Ξi(l), we can obtain that xi(kmi + l) ∈ Ξi(l)⊕ ηi ⊆
Xi, which completes this proof. �

C. Stability Analysis

Theorem 3: Suppose that Assumptions 1–4 hold and the con-
ditions in Theorem 1 are satisfied, then the closed-loop system
is ISpS under Algorithm 1.

Proof: According to the definition in [26], one needs to
show that there exist KL-function β, K-function γ, and a
nonnegative constant d such that ‖xi(k)‖ ≤ β(‖xi(k0

i )), k −
k0
i ‖) + γ(‖w‖) + d holds. To that end, we can choose candidate

ISpS-Lyapunov function Vi(xi(k)) and then prove that there
exist functions η1, η2, η3 ∈ K∞, � ∈ K, and a constant d ≥
0 such that: (i) η1(‖xi(k)‖) ≤ Vi(xi(k)) ≤ η2(‖xi(k)‖), and
(ii) Vi(xi(k + 1)− Vi(xi(k)) ≤ −η3(‖xi(k)‖) + �(‖w‖) + d
holds. We choose Vi(xi(k)) = Ji(xi(k + l|k), vi(k + l|k)) at
time k. In particular, if k = kmi , then Vi(xi(k)) = Ji(x̂

∗
i (k

m
i +

l|kmi ), v̂∗i (k
m
i + l|kmi )). The control input vi(k +m|k) is con-

structed in the same manner as in (16). According to [27],
η1(‖xi(k)‖) ≤ Vi(xi(k)) ≤ η2(‖xi(k)‖) can be easily ob-
tained. The rest mainly proves (ii). For k = kmi , we can derive
that

Vi(xi(k + 1))− Vi(xi(k))

≤ − ψ(x̂∗i (k
m
i |kmi ), v̂∗i (k

m
i |kmi ))

+

Tp−1∑
l=1

(ψ(x̄i(k + l|k + 1), v̄i(k + l|k + 1))

− ψ(x̂∗i (k + l|kmi ), v̂∗i (k + l|kmi )))

+ ψ(x̄i(k + Tp|k + 1), v̄i(k + Tp|k + 1)

+ ϕ(x̄i(k + 1 + Tp|k + 1))− ϕ(x̂∗i (k
m
i + Tp|kmi )) (23)

Let Δ1 =
∑Tp−1
l=1 (ψ(x̄i (k + l|k + 1), v̄i (k + l|k +

1)) −ψ(x̂∗i (k + l|kmi ), v̂∗i (k + l|kmi ))) and Δ2 = ψ(x̄i
(k + Tp|k + 1), v̄i(k + Tp|k + 1) +ϕ(x̄i (k + 1 + Tp|k + 1))
−ϕ(x̂∗i (kmi +Tp|kmi )). Since v̄i (k + l|k + 1)= v̂∗i (k + l|kmi ),

∀l = 1, . . . , Tp − 1, we have

Δ1 ≤
Tp−1∑
l=1

Lψ‖x̄i(k + l|k + 1)− x̂∗i (k + l|kmi )‖Pi

≤
Tp−1∑
l=1

Lψ(L
l−1
fi

‖xi(k + 1)− x̂∗i (k + 1|kmi )‖Pi

+

l−2∑
s=0

LsfiNLgij |x̃j(km+1
i +s|km+1

i )

− x̃j(k
m+1
i +s|kmi ))‖Pi)

Let wi(k) = ‖xi(k)− x̂∗i (k|kmi )‖Pi , we further obtain

Δ1 ≤
Tp−1∑
l=1

Lψ

(
Ll−1
fi

‖wi(k + 1)‖Pi +
l−2∑
s=0

LsfiNLgijρj

)

Since x̄i(k + Tp|k + 1) ∈ φi(εi), by virtue of Assumption 3,
we can derive that

Δ2=ψ(x̄i(k+Tp|k+1), v̄i(k+Tp|k+1)−ϕ(x̂∗i (kmi +Tp|kmi ))

+ ϕ(x̄i(k + 1 + Tp|k+1))

≤ ϕ(x̄i(k + Tp|k + 1))− ϕ(x̂∗i (k
m
i + Tp|kmi ))

+ ϕ

⎛
⎝∑
j∈Ni

gUij(x̃j(k + Tp|k + 1))

⎞
⎠

≤ Lϕ

⎛
⎝LTp−1

fi
‖wi(k+1)‖Pi+

Tp−2∑
s=0

LsfiNLgijρj

⎞
⎠+LϕNLgijεj

where Lϕ is a constant such that ϕ(x)− ϕ(y) ≤ Lϕ(x−
y), ∀x, y ∈ Xi holds.

Summarize the above analysis, we can further obtain that
Vi(xi(k + 1))−Vi(xi(k))≤ η3 (‖xi(k)‖) +�(‖w‖) +d, where

η3(s) = ‖s‖2
Qi

, �(s) =

(
Lψ(1−LTp−1

fi
)

1−Lf +Lϕ L
Tp−1
fi

)
‖s‖2

Pi
, and

d =
(∑Tp−1

l=1 Lψ
(1−Lfi l−1)

1−Lf +Lϕ
(1−LTp−1

fi
)

1−Lf

)
NLgij ρj +Lϕ

NLgijεj . �

V. SIMULATION EXAMPLE

A. Example 1

In this section, the effectiveness of the proposed CSCT-based
ET-DMPC strategy is validated through the nonlinear version of
the CPS in [28]. The dynamics of the three carts are

x11(k + 1) = x11(k) + τx12(k)

x12(k + 1) = (1 − τhd
mc

)x12(k)− τks
mc

e−x11(k)x11(k)

− τkc
mc

(x11(k)− x21(k)) +
τ

mc
u1 + ω1(k)

x21(k + 1) = x21(k) + τx22(k)
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Fig. 2. State and control input trajectories under Algorithm 1.

x22(k + 1) = (1 − τhd
mc

)x22(k)− Tks
mc

e−x21(k)x21(k)

− τkc
mc

(x21(k)− x11(k))− τkc
mc

(x21(k)

− x31(k)) +
τ

mc
u2 + ω2(k)

x31(k + 1) = x31(k) + τx32(k)

x32(k + 1) = (1 − τhd
mc

)x32(k)− τks
mc

e−x31(k)x31(k)

− τkc
mc

(x31(k)− x21(k)) +
τ

mc
u3 + ω3(k)

where xi1 and xi2 represent the displacement and velocity of
cart i, i = 1, 2, 3, respectively; ks and hd denote the stiffness
of the local nonlinear spring and the local viscous damping
of each cart i, respectively; kc represents the stiffness of the
interconnecting springs; mc is the mass of each cart; ui is
the control signal; and ωi is the disturbance. τ is the sam-
pling time. ks = 0.8 N/m, hd = 1 Ns/m, kc = 0.03 N/m, and
mc = 1 kg. The state and control input constraints for each
cart are Xi = {xi : −1 ≤ xi1 ≤ 1,−1 ≤ xi2 ≤ 1} and Ui =
{ui : −1 ≤ ui ≤ 1}, respectively. The disturbance bounds are
ξ1 = ξ2 = ξ3 = 0.0005. The initial states are x1(0) = (0.6, 0),
x2(0) = (−0.5, 0), and x3(0) = (0.5, 0).

To implement the algorithm, the weighted matrices are
chosen as Qi = [0.2 0; 0 0.2], and Ri = 0.1, i = 1, 2, 3. To
satisfy Assumption 3, the feedback control law is calcu-
lated as K1 = K3 = [−0.6062 − 1.0914], K2 = [−0.5902 −
1.0872]. The terminal weighted matrices are calculated
as P1 = P2 = [3.4123 0.9963; 0.9963 1.6437], and P3 =
[3.4149 0.9878; 0.9878 1.6423]. The other parameters are
Lfi = 1.19, εi = 0.6, αi = 0.97, i = 1, 2, 3. Note that there
are no unmatched couplings in this system, therefore∑
j∈Ni g

U
ij(xj(k)) = 0. According to Theorem 1, the other

control parameters can be chosen as Tp = 6, ρi = 0.00852,
ηi = 0.003, i = 1, 2, 3. Therefore δi = 0.0021.

As demonstrated in Fig. 2, the state and control input trajecto-
ries are generated under Algorithm 1. Fig. 3 illustrates the evolu-
tion of the Lyapunov function, which exhibits a decreasing trend
toward zero over time. Together, Figs. 2 and 3 serve as evidence

Fig. 3. Triggering instants under the ET-DMPC algorithm in [18].

Fig. 4. Triggering instants under Algorithm 1.

that the overall system achieves ISpS under the Algorithm 1,
and the state and control input constraints are satisfied. To
validate the effectiveness of the proposed strategy in alleviating
communication load and ensuring control performance, trigger
frequency and control performance, as used in many event-
triggered MPC studies [6], [16], are introduced. We compare
the number of triggering instants and control performance under
Algorithm 1 with those under the ET-DMPC algorithm in [18].
Note that

∑
j∈Ni g

U
ij(xj(k)) �= 0 in [18] without CSCT. As a

result, ifρi = 0.00852, then ηi = 0.0026 (and thus δi = 0.0012)
to guarantee recursive feasibility. Define the performance index

J(k) =
∑
i∈N

Tsim∑
l=0

(‖xi(k)‖2
Qi

+ ‖ui(k)‖2
Ri
), (24)

where Tsim is the simulation steps. Figs. 3 and 4 illustrate the
number of triggers for Algorithm 1 and the ET- DMPC algorithm
in [18]. Over 300 steps, Algorithm 1 has 60 triggering instances
compared to 108 in [18]. This represents a 44% reduction in trig-
gers for Algorithm 1, highlighting its communication - burden -
alleviating advantage. Additionally, the values of J correspond-
ing to Figs. 3 and 4 are 1.4073 and 1.4235, respectively. We can
find that the proposed strategy reduces the triggering frequency
more efficiently and achieves comparable control performance.
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Fig. 5. The comparison of x1.

Fig. 6. The comparison of x2.

Fig. 7. The comparison of x3.

Furthermore, to demonstrate the advantage of the proposed
CSCT-based distributed MPC in enhancing prediction precision,
we compare the state trajectories generated by the CSCT-based
distributed MPC algorithm, the distributed MPC algorithm, and
the decentralized MPC algorithm, as shown in Figs. 5 –7. It
can be observed that the proposed CSCT-based distributed MPC
algorithm achieves higher prediction precision.

Fig. 8. Process flow diagram of two interconnected CSTRs.

B. Example 2

An example of interconnected CPS, chemical reactors with
recycle, borrowed from [23], [29], is provided to show the
effectiveness of the proposed CSCT-based ET-DMPC strategy.
The plant consists of two non-isothermal continuous stirred-tank
reactors (CSTRs) with uniform mixing, and the reactors are
connected to each other. Fig. 8 shows the process flow diagram
of the CSTRs. The plant model is given as

Ṫ1 =
F0

V1
(T0−T1)+

Fr
V1

(T2−T1)+

3∑
i=1

Gi(T1)CA1 +
O1

ρcpV1
,

ĊA1 =
F0

V1
(CA0−CA1)+

Fr
V1

(CA2−CA1)−
3∑
i=1

Ri(T1)CA1,

Ṫ2 =
F1

V2
(T1−T2)+

F3

V2
(T03−T2)+

3∑
i=1

Gi(T2)CA2+
O2

ρcpV2
,

ĊA2 =
F1

V2
(CA1−CA2)+

F3

V2
(CA03−CA2)−

3∑
i=1

Ri(T2)CA2.

where Ti denotes the fluid temperature in CSTR i, CAi denotes
fluid molar concentration of CSTR i,Oi is heat input rates of the
corresponding CSTR i, andVi denotes volume of CSTR i for i =
1, 2. Gi(Tj) =

−ΔHi
ρcp

Ri(Tj), Ri(Tj) = ki0 exp(− Ei
RTj

), j =

1, 2. Temperature T0 and molar concentration CA0, CA03 are
re known constant parameters. ρ and cp denote the density
and heat capacity of fluid in the reactor, respectively. The
system parameters are chosen as [23]. The open loop plant is
unstable at the desired operating in which (T1, CA1, T2, CA2) =
(324 K, 0.718 kmol/m3,324 K,0.432 kmol/m3). The state and
control constraints for each CSTR are 250K ≤ Ti ≤ 400K,
0 ≤ CAi ≤ 1 kmol/m3, and ‖Qi‖ ≤ 106.

With the sampling time 0.003 h, the system is dis-
cretized to obtain the discre-time dynamic (1), where x1 =
[T1, CA1]

T , x2 = [T2, CA2]
T , u1 = O1, and u2 =

O2. To implement the algorithm, the weighted matrices
are chosen as Qi = [10−10 0; 0 10−2], and Ri = 10−15,
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Fig. 9. Temperature of each CSTR.

Fig. 10. Molar concentration of each CSTR.

Fig. 11. Heat input rate of each CSTR.

i = 1, 2. To satisfy Assumption 3, the feedback control
law is calculated as K1 = [−5.0325 631.7778], K2 =
[−2.8919 385.4584]. The terminal weighted matrices are
calculated as P1 = [0.0886 0.0034; 0.0034 0.9317], and
P2 = [0.1480 0.0034; 0.0034 1.5556]. The other parame-
ters are Lfi = 1.05, εi = 0.9, αi = 0.95, i = 1, 2. Note that
there are no unmatched couplings in this system, therefore∑
j∈Ni g

U
ij(xj(k)) = 0. According to Theorem 1, the other con-

trol parameters can be chosen as Tp = 6, ρi = 0.0474, ηi =
0.0354, i = 1, 2. Therefore δi = 0.0328.

The simulation results are shown in Figs. 9–13. From
Figs. 9–11, it can be seen that constraints temperature and mo-
lar concentration are satisfied, and constraints temperature and
molar concentration can quickly return to the desired operating
point.

Fig. 12. Triggering instants under the ET-DMPC algorithm in [18].

Fig. 13. Triggering instants under Algorithm 1.

We also compared the number of triggering instants and
control performance index in (24) under the proposed Algo-
rithm 1 with those under the ET-DMPC algorithm in [18], see
Figs. 12 and 13. Note that

∑
j∈Ni g

U
ij(xj(k)) �= 0 in [18] without

CSCT. As a result, δi = 0.0048 to guarantee recursive feasibility.
The value of J corresponding to Figs. 12 and 13 are 0.1003
and 0.1019, respectively. Therefore, in terms of reducing the
trigger frequency, proposed Algorithm 1 can reduce the trigger
by 38% compared to the latest algorithm in [18], while obtain
comparable control performance.

VI. CONCLUSION

In this paper, a novel ET-DMPC strategy based on CSCT
has been investigated for CPSs with coupled dynamics. With
this strategy, the prediction precision has been enhanced and the
triggering threshold has been enlarged, thereby the triggering
frequency has been reduced significantly, saving communication
resources. Sufficient conditions to ensure the recursive feasibil-
ity and ISpS have been established.
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